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**MATLAB SYMBOLIC TOOLBOX**

1. The *Symbolic Toolbox* is different from all other Matlab Toolboxes. Some of the information in this tutorial is taken from *Mastering Matlab* by Duane Hanselman and Bruce Littlefield (Printice-Hall, The Matlab Curriculum Series), the Symbolic Toolbox User Guide, as well as our own experience.

Using a special version of the Maple Kernel, the Toolbox performs symbolic analysis using character strings, rather than numerical analysis on numerical arrays.

maple('sum(''1/k!'', ''k''=0..infinity)') %note the use of double quotes

The *Symbolic Toolbox* is a collection of *tools* for manipulating and solving symbolic expressions. When you pass a command to Matlab to perform a symbolic operation, it asks Maple to do it and return the result to the Matlab command window.

1. Here is a noteworthy example:

Using the Matlab Toolbox we can write

H=sym(15,15,'1/(i+j-1)');

x=sym(15,1,'1');

b=symmul(H,x);

flops(0);

linsolve(H,b);

flops

On the other hand, in Matlab syntax we have

H=hilb(15);x=ones(15,1);

b=H\*x; flops(0);

x=H\b;

flops

cond(H)

What do you learn from a direct comparison of exact and floating point solutions of this linear system?

1. Here is another example. First, in Matlab syntax we compute the eigenvalues of the ![tex2html_wrap_inline118](data:image/gif;base64,R0lGODlhKQAZAIAAAAAAAP///yH5BAEAAAEALAAAAAApABkAAAJbTICmy+2KAJQnvftsrBN7ZnFh2FBgZpKGuqis45po95GRPL/gVuKwPtv5hJ/WbTLsADmrYzPJjPaQMmAsY6xIeNMSajtaFn/QsfmMTqvX7Lb7DY/L5/S6/f4oAAA7)Hilbert matrix
2. H=hilb(3)

mlr=eig(H)

Now we redo the calculation using Maple

H=maple('hilbert','3')

r=eigensys(H)

From a practical point of view this answer is useless, since we don't really have any idea what is the size of these numbers. Lets convert to floating point.

mar=numeric(r)

maple('evalf',r,50)

Notice this last answer, while correct to any realistic digits, is still rather strange since *H* is symmetric and we would expect to be returned real numbers like Matlab did. The point is that sometimes floating point answers are better than exact or floating point approximations of exact answers.

1. *Symbolic Expressions* are Matlab Strings, or arrays of character strings, that can represent numbers, functions, operators, and variables. The variables are not required to have predefined values. *Symbolic Equations* are symbolic expressions containing an equal sign. *Symbolic Arithmetic* is the pratice of solving symbolic symbolic equations. *Symbolic Matrices* are arrays whose elements are symbolic expressions.

Here are some examples:

diff('cos(x)') % differentiate cos(x) with respect to x

M=sym('[a,b;c,d]') % create a symbolic matrix M

determ(M) % find the determinant of the matrix M

1. The maple toolbox is primarily used for symbolic computation and exact integer arithmetic but is not confined to these uses. Usually though, if you wanted to do a numerical calculation, you would just write a program in matlab.
2. Symbolic expressions in matlab are given as character strings, e.g.,

'cos (x)'

or

'1/(1+x^2)'

1. There is a wide range of operations that can be performed on such expressions including many from differential and integral calculus, linear algebra and differential equations.
2. Examples include
   1. diff('cos(t)')

in simple cases the program can guess the variable to differentiate with respect to without being told.

* 1. int('1/(1+x^2)')

1. Suppose *f* is something like

f='x^n'

or

f='sin(a\*t+b)'

then more general syntax for diff and int are

* 1. diff(f,'x')

or

diff(f,'n')

Note the difference

* 1. diff(f,'x',k)

where *k* is an integer differentiates *f*, *k* times.

* 1. int(f,'t')

finds the indefinite integral.

* 1. int(f,'t',a,b)

finds the definite integral from *a* to *b*.

* 1. The following integral demonstrates the usefullness of exact integrals
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For example try

int('2\*x^2\*(19+12\*x^2)/(7\*(x^2+1))','x',0,1)

numeric

The first ans gives a better answer from a mathematical point of view.

Here are some exercises:

* 1. differentiate the following functions
     1. x^2\*sin(x^3)\*e^{2x}
     2. x^6\*log(cos(x^2)\*x)
     3. x^3\*e^{x^4}
     4. (ax+b)/(cx+d)
     5. atan(x^2+1)
  2. try to integrate the answers you got in the last problem
  3. Integrate the following functions
     1. x^7
     2. 1/x
     3. log(x)\*sqrt(x)
     4. x^7 % on (0,1)
     5. 1/x % on (1,2)
     6. sqrt(x)\*log(x) % on (0,1)
     7. exp (-x^2) % on (0,infinity)
  4. Find the derivatives (give it a try by hand first) and simplify:
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1. You must be a little careful about names of symbolic variables using diff and int without specifying a variabe. In particular, the variable must be a single character in the range `a':`z' excluding `i' and `j'. More complex variable names are allowed, however, you must explicitly describe the variable:
3. f='exp(i\*theta)'

diff(f,'theta',2)

gives

-exp(i\*theta)

1. You can write these commands in a matlab m-file and run them just like any matlab program.
2. Here is some syntax with an example. Type the statement and hit return.
4. f='1/(5+4\*cos(x))'
5. ezplot(f)
6. f2=diff(f,2)
7. ezplot(f2)

axis([-2\*pi 2\*pi -2 2])

here *axis* is a matlab command to set an axis range. Here is another example

f3=diff(f2)

pretty(f3)

Lets try to simplify this

f4=simple(f3)

pretty(f4)

the command *simple* tries to simplify a complex expression. It will try many different Maple options. Lets look at root finding in the toolbox:

z=solve(f3)

the command *solve* finds zeros of the function. The answer *z* is a symbolic matrix. To find numeric values issue the next command.

x=numeric(z)

*numeric* without an argument numerically evaluates the last expression. Sometimes you might want to pick off, say, the second answer in *z*. The next line shows one way to do this

s=sym(z,2,1)

*sym* is the symbol manipulator. Note that *z* is a *3* by *1* matrix so we type the pair *2,1* to indicate that entry. Often you want to substitute a value into a symbolic expression. This can be done in several ways. One way is as follows:

subs(f3,s)

Now lets try to recover *f*

g=int(int(f2))

Note this does not look like *f*. To check our work lets take *f-g* and see what we get. Now *f* and *g* are strings in matlab with different lengths, so you cannot simply take *f-g*. To carry out symbolic difference (*symsub* for symbolic subtraction), you would type the following:

d=symsub(f,g)

Note the answer is not zero but, rather, as we know from calculus the answer can differ by a constant.

simple(ans)

You should use *mhelp* to look at the following related topics *symadd*, *symmul*, *symdiv*, *sympow*, *symop*, *symrat*, *symvar*, *symsize*.

1. Now lets turn to symbolic algebra where we will look at just a few simple tools for algebraic manipulation.
2. f='(x+y)^10\*(2\*u+3\*v)^7\*(x-2\*y)^3'

g=expand(f)

the command *expand* multiplies all the terms out. As simple examples, try expanding

(x-1)\*(x-2)\*(x-3)

x\*(x\*(x-6)+11)-6

a\*(x+y)

exp(a+b)

n\*(n-1)!

Now consider the reverse process *factoring*:

factor(g)

Try factoring

x^3-6\*x^2+11x-6

x^6+1

x^4+4

x^4-2\*x^2+1

1. The next examples show how Matlab loops can be combined with maple syntax. Consider the four lines:
2. for n=1:9
3. p=symadd(sympow('x',n),1);
4. disp([p '= ' factor(p)])

end

1. The *factor* command used above can also factor numbers:
2. for n=1:17
3. N=setstr('1'\*ones(1,n));
4. fn=factor(N);
5. disp([N,' = ',fn])

end

1. Besides factoring you can also simplify expressions:

simplify(f)

here *f* must be a maple expression. Try letting *f* be the following expressions and use *simplify*

(1-x^2)/(1-x)

(1/a^3+6/z^2+12/a+8)^{1/3}

e^xe^y

cos^2(x)+sin^2(x)

1. A related tool that tries many types of simplification methods (not a maple command) included in the symbolic toolbox is *simple(f)*. try the following expressions for *f*:
2. 2\*cos^2(x)-sin^2(x)
3. cos^2(x)-sin^2(x) cos(x)+i\*sin(x)

cos(3\arccos(x))
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2. n=10
3. f1='2\*sin(j\*pi\*x)\*x^2\*(1-x)^2';
4. for j=1:n
5. f=subs(f1,j,'j');
6. ss=['x=0','..','1'];
7. vvv=(maple('int',f,ss));
8. y(j)=eval(vvv)

end

1. Lets compute the first six Tchebyshev polynomials
2. clear
3. n=6;
4. v=ones(1,n);
5. t=sym(v);
6. f='cos(k\*acos(x))';
7. for k=1:n
8. t=sym(t,1,k,subs(f,k,'k'))

end

Note that these don't look like polynomials. Lets fix that using simple and expand

tcheb=sym(ones(1,n));

for j=1:n

%tcheb=sym(tcheb,1,j,simple(sym(t,1,j)))

tcheb=sym(tcheb,1,j,expand(sym(t,1,j)))

end
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t0=1;

t1=[1 0];

for j=1:(n-1)

eval(['t',int2str(j+1),' = [2\*t',int2str(j),' 0]-[0 0 t',int2str(j-1),']'])

end

If you really like to see the *x*'s we can a symbolic toolbox feature that turns Matlab polynomials into regular variable polynomials.

for j=1:n

eval(['tchebp',int2str(j),' = poly2sym(t',int2str(j),')'])

end

Now lets plot our answers: First lets plot the matlab polynomials *t*1, *t*2, *t*3 *t*4 *t*5 *t*6

clear y

xvec=0:.05:1;

for j=1:6

eval(['y(:,',int2str(j),')=polyval(t',int2str(j),',xvec)'';'])

end

plot(xvec,y)

axis([0 1 -1.5 1.5]);

Before ending this topic we should mention that many important special functions including the standard orthogonal polynomials are built into Maple but they are only available with the Extended symbolic Toolbox.

1. Finding zeros of a function. One place that Matlab is not so good is in finding zeros of functions. You can use *fzero* but it is not so good. We will now demonstrate the use of Maple's *solve* to find zeros using the Symbolic Toolbox. The next example arises in find the eigenvalues of the following Sturm-Louiville boundary value problem:

![eqnarray83](data:image/gif;base64,R0lGODlh9AFNAIAAAAAAAP///yH5BAEAAAEALAAAAAD0AU0AAAL+jI+py+0Po5y02ouzngDsD4biSJbmiabqyraNF3TuTNf2jef6bnWer4LJeMSiEQM7KpfMlzCJejan1AsUNKxqty3oMLsCJ64hINFHpoh3aMjVLBGvufT6xytlzQ/pzbevNwYYAfcwSLLHh2eQyNiG0GgnOWkIyUd4d3jYkxQZ9bZZFirqAJbl6aiASsk6eZpXqfHFsMrROVoih+u3y1u6mEpIVttavPUaHIup+siMCKy2JtNYGPOTVi0Iea2IjezZnLxgCv07bozO2kZsKazoBsRu/m6bh8Y9ft9tvY0v+BfvWrOA1u49IsiPHi1tCueNSQexzqyEFUYhmwerm8H+cA2JvbrVkKHCixRFUvwjEiVKRslIOtsGE16+iDSpnBLHIU47J5dKyirnJiVIWqDowdlDziieobpajgTUNCTRmTWrKpnok+hGji01CZGKBKjDrmBxXtw69ak4tD6xFjwKtWhZk3Ot2q2BVV4MdzhfDs0Uk6/aviHPWoS2knDWaftOxjWJao7eu5RHTJwc6hvPvVnfbvVWlypZxW3/mko7OirLxUkdZVQlNA62yrRvzJrM+deTH5v9YTEdyaVLbcAHv0zNG7nohAcHtWaeSHLt6TQMyoInMLi+ZwUbmzPzuQ/j8O8kr/vMb9E0ruTCP4YJXpr10NTrW8Yi00qQ2fb+c5iHHU1/AkaBnyG99ITXgDjg0suBCj5YShcZOHgHhDZEVhGFFm6Y235IXKghh2EZGKCIJp6IYhMhnpNiiy6+CGOMMs5IY4023ohjjjruyGOPPv4IZJBCDklkkUYeiWSSSmq1ZJNO0qbXikZI+WSVG0qTn01ZWslljEANo5oo8vDnHX1W4NZlmkd4QVdiaKKmxnHQBSZCYmreKVFHcpX0ppw50Tlcn4EJimehXfxVmp7cZQgZop1N6Kihkl71nqIIkvKon8+1ZZlYk366IEIPNbrTb64ZuN6lfL7RKZ2gvorXV4mSaqZse9kZjBRhhqkRenISCmuwtvTE66qu/lT+FEm67jmrqbUKC60vuRW7qXnk5cOqY6ulx2yxkB4bbbh1ytqspaQxOue2eflmLLgjPituvLZyJl1spUq7XidGOTXoMFpda6+8AgN2q3h7yjFuKkftW22kVBo3cMRhcSVVvu6e6drCvTLLLceAZSNxyH+OdSywL/Rl8HLwDityyz0so1MYIEMVp8s2syEYiTpUqvPNPic4L8kX9rzZz0YzscnDYQR1dNNOPw111FJPTXXVVl+NddZab811115/7TLIyrSiNNhOY0m0immb3fWXKptMMdOjumpyP2zHW0573v70oVDV1J1r2XcbyWZZ8sW8NuKEHd7quYPjKVzKdJ3ovCXLYDGesOOPqxk5nKpSrnMt3tabueabP3keiypvO3ZaYvfjj+RzY2r66Ute5vHlmcnErl8Ky+6ue/+tbHuRN5U7eab3YrvQoL97XnvQyhd/O7l7d2YtwGWeGhNISIFW+vTUJ7lu8ovvjpG/3ZcHPPFjAT5+jbir7ifrEabfoVywtG8/7L4GHD8r3YZ/i1McVRijqgGCi3S0g18AaTSft0VQfP1jSDjAxBG9FQJwFntgmpK2i1WsSDzQK9qiPPhBmKmwdS+j3+xYiEKfZeYwemCPCW8Yw5sxCIQ4E5r5cmi1pB0Dhi4rAAA7)

The Characteristic equation for this problem can be written as

![displaymath146](data:image/gif;base64,R0lGODlhUgEvAIAAAAAAAP///yH5BAEAAAEALAAAAABSAS8AAAL+jI+py+0Po5y02ouz3vyBDobiSJbmOX1oB6jrC8fyTCtu0LZvfjt6DQwKh0TE73BcJT29ovMJjVKWuKbFasMyqNKu9zukcitaYzkLTqvXu+ZvDDkb3nKcjY3P6yNuVQ4jR1fXcwS3d4j4JPbBWLcQyFjFd1PomHiJ2ZZlZZgAiQVKaZRJWlqz2Ce5ycPa57rlUmk6S3uyRDeq6sE05waLFGtZO0zs4+kXWcjHKyn6aAZsVzz9JayRhNuItOyDLD23BYwcSV0O49gJgj2uDR7HzJN7LF71Z35vO2V9ka47uMEpGL6BDfb9SmHwigRv7649i0YwIkSA+/pRnGTxWrz+id8kRszY7UpCMiNlrPMo0Z64VLc47Tq3piTKUq162ez1B9sjgZ5m+vy5E9rNobjQDOW4spVKoExJ3eIoS5e8jkibWsXXciNRhkKlVtWoNKzYsWTLmj1b8yqidVz9td0aVK1ccydxTlQ2zyYhWGTn+mWjg6HWqFLt5ez5l6TMxCgC42RVT+nRnFqPhlkcIxRmxmnqhszHDWQQ0ZxpUQrUOIXlDJW79SNdmmasOJvjhq4N0iLs2E7bFaxtlGSI3JZ288aErnFF4MQRHn+uzuXB4W/jpgMOvXTAu36i2/28NFz28SJtVwrPOhlPaL6priYPf/pU7JvQsK0fPL5+29xlEY7le0dhY2y3X4F5dWXcJHC5o4oY/BloYCp6mZCNPxA5tk2AEG54Xz3uedeMhTdhyOBUGxZ4H2QUsiNig0tJeGKEpynynnhdxYjijZfpVhl9OP6E1ywJ/jhXYD4KMSSRRRJzRgEAOw==)

Consider the case ![tex2html_wrap_inline148](data:image/gif;base64,R0lGODlhMQAbAIAAAAAAAP///yH5BAEAAAEALAAAAAAxABsAAAJeDA6hy+0P2ZEp2vvQXBv73xnVR1rhFpZqh6YqySbyiGm2FsU0t7/5iHBMXL5GS3FC9ooUpXPGgdymP6fIcEUyq1kca2u8cbHgYoVY9uDS7Lb7DY/L5/S6/Y7P6/eYAgA7)and ![tex2html_wrap_inline150](data:image/gif;base64,R0lGODlhMgAbAIAAAAAAAP///yH5BAEAAAEALAAAAAAyABsAAAJcDA6hy+0PF2on2gur0Rt7n0hh95XZOJGcWXKTlrKyAif2iCH6jj91L5l9XCtaUehDhY5AJGNVMzwtvGpSFMU1ndaf1pncgcBkWpmrO6vX7Lb7DY/L5/S6/Y7PPwoAOw==). Note that, using *x* for ![tex2html_wrap_inline154](data:image/gif;base64,R0lGODlhCwASAIAAAAAAAP///yH5BAEAAAEALAAAAAALABIAAAIfjAOnBsn+TlMQUTglrhmlnzWfB4rRoqGSerLuC8dxAQA7)this equation can also be written in terms of sin's and cos's. Plotting the resulting function

ezplot('(1\*2-x^2)\*(sin(x)/x)+(1+2)\*cos(x)',[.0001,4\*pi])

we easily see that there are infinitely many zeros interlacing with multiples of ![tex2html_wrap_inline156](data:image/gif;base64,R0lGODlhCwAIAIAAAAAAAP///yH5BAEAAAEALAAAAAALAAgAAAITDI5pscDs4HovRjpvtdhY7UFXAQA7).

Lets find the first 10 zeros.

k0=1

k1=2

f=subs('(k0\*k1-x^2)\*(sin(x)/x)+(k0+k1)\*cos(x)',k0,'k0');

f1=subs(f,k1,'k1');

for j=1:10

ss=['x=Pi\*',int2str(j-1),'..',int2str(j),'\*Pi'];

vvv=(maple('fsolve',f1,ss));

mu(j)=eval(vvv);

end

mu'

1. Here is an example of a problem that arises in the theory of ill-posed inverse problems. My goal in this example is several fold: 1) show how you can represent the solution of some PDE's, 2) show how hard solving inverse problems can be, 3) provide a platform from which to learn other techniques using Matlab and the Symbolic Toolbox together.

Consider the one dimensional heat equation on the interval *0* to *1*:

![eqnarray90](data:image/gif;base64,R0lGODlh9AFFAIAAAAAAAP///yH5BAEAAAEALAAAAAD0AUUAAAL+jI+py+0Po5y02ouz3rw/ACygx4yKSabqyrbuC8fyTEOgiYftref1DwwKh8SisRjyBVAOnpMnWvamx6r1is1qtxqq9KD7eryoMPeMTqvX7IxSDB974+26/Y7P/97TW4pv8BTopFdoeIiYBzjY8ORYMtfzJTlilniJmalZo1Rm2dFpxsS4WWp6iopRSQj2ybEKheDqmlpre4sLtsTptxtLmxssPIzXOwPVl0S8zNzs/AwdLT1NXW19jZ2tvc3d7f0NHi4+Tl5ufo6err7O3u7+Dh8vP09fb3+Pn6+/XwVczA+Qmr8Ko4QMnFAwoEJhn4wRPAijIUQREy04XIgRy6j+N41EVWTh6WKTMAlfzcmIEoklTzZWfvwzqyKTkm5IvkyJU8VGmy0T0IwYE6FHnTxzGiWRkKWsoU2iEKXYCqqEhk+jHr1aM5Qun0xPsNqKtNciry1jBapKCqtaCknInExLh6tUr47MyhKjde4HiZDqiozzc63grYsKzvSX9GYjUmXgLp3KN+zjwZRHpuUI9yetwBYjvbVqQ6/JyZVLy4VTlHRc0Kclo2atuqPoDYdN27baGCxozZLu9vW7OZJvsj136eYKPKjj25XzOlZ6cZXPFc5XH+Y7Ey1n5kdhRceew+VO6m3tAhYkRWLtp3+5u4cNf+J2kDIh71D8nvJH+UT+6kfAn1+AXfD3H4CgQCSfgQIu+FBxexkR2HbzMUghbUj1M0aFGm7IYYcefghiiCKOSGKJJp6IYooqrsiiUQq2COMQL84GUow2vnKgSy9UcmOPnY2G2owdTehjj0RCwtqRbAlZJIpKEneeC0w2WWFi8OE10Hpn7UClkWIJd0J6qyUpCn3tdXliW4x9xhNvqiWW3INowugWYVRt6WCU5M1pIx+fXamXln/w2SeYYx7amp46ERrjWMZJlWVqeCIHnGWMtlhdbbmJpNRxclyKaXnfLYWemGQ59GSeoFJ5JDCGTenpqk2+RCtRqcpq4oS0wmoerrMiuB+spvo6p7CPblMBAAA7)

The solution to this problem can be written in terms of a Dirichlet series:

![displaymath160](data:image/gif;base64,R0lGODlhjgExAIAAAAAAAP///yH5BAEAAAEALAAAAACOATEAAAL+jI+py+0Po5y02gryyfr6D4biSJbmiabqCRha163yTNf2jed607px0NsJh8Si8YjEBIHJpvMJjUoZQU7vN81qt9zuxdoCe8fksvmMTqvX7Lb7DY/L5/S6/Y7P6/dqLMTPFyj4AFZouNR1hcjjM+hotkhiRTg5pihxSYUX+VjC6QE4woH5iVJKkfnXSHWK0/oR2hnyqpRS+Uc7O4sYy+rQC5rr4isCLFtbXCWMOhqx/PWc8GMszbtErZQbik15LBm9MA2Oyy1T7rzsh3XOMs7snfyNwD5xO0TPc0U6vGFNhI8MHrFqqwgCebXIHSV8zdAdNBhsnr1f9iJZpHUrxov+hBeRqRPICkYmiwfDfCo0z1xDUiZ9iDQ5qqG7lhQPhROTsp8+QhtKwtwoLdxDl4aGxeQFUqjIRh+ZnlLH6RDOhcI0KuPXL+tQaFs1MUHYsWTBgVcLWlUAlF+YoE4hJmUyVGNXrNo4zli5UKtLtNdofhmLtifYm2av8X2h9yxguDAEs4VL+K3EwnMnY4q8YmI+lDr5Tl4nFRBGrL+Ixboos+zW04Ehu339dqnakxjDZuYGDOpnhdh2UjQdrZLi1VETkraMWXLcKj1Nd3NNO3TtgNDnWvUdEdfxyEiPKzKudfi0gauKb1eYR/bwh3LFEhyv0oJ4vcTpyx9c+X33+pr5FYvvm9xyWbWXk3sgbVRRX5wZqBOAt0X00k/fGQiQa7/lJxFoAzYGVUvSZUSSQddNlViFj5wznQomUofcfa7g145nJqyjnCqoXKZib6KcJN9i5uBoS3MrPtZcjfnUs48tvaGHYZMhMVkPjKZ8B6V9VQ5CTZZXwkZeMHi1SM6WF2r3oGYgaGikjZLc9iGJd2WBkJOiZJYmHW0WVedeee5pw51u8glooIIOSmihhh6KaKKKLloMkow++ihYYkJKaZ2TVopperhlyimfwtlUZKeiKueXmqOeGps2qK6alDJ4bsdqrIIs+aWstm5y6a26rlHqrr7KUuuvWRQAADs=)

where

![displaymath162](data:image/gif;base64,R0lGODlhZQEoAIAAAAAAAP///yH5BAEAAAEALAAAAABlASgAAAL+jI+py+0Po5y02osRyLz7D4biSJbmeQAqyrbuC8fyLG30jef6zp92DwwKh0ST6hdAFpfMpnN4RCqf1Kr1KtqsUtiu9wtebBPTsPmMBo4N0XL6DY8b3fK6/e5Z4/f8fkTvFyjYBxhD93Q4qJhTWFGWyAbZIYnRuHiZZylGybCixKlJxpnUOdoQGomKqbh19GeqEKUBSkvZqAqBi7sqKCW5WyrqCJtLbKEKzEv44/qQHBtr+lzsgmysjDM9MdbsoM0lHA742J3ErPVJfmyjd+h5Hokd1Hw9XHzdpgHt2g7NloqOnxQx5lK0kfVPoL5N8RK+k8eDnq2DB51BKrcuHLj+gu18bSzYEOQ4dOC0+OPoURQ7dgZBQmQE72OWX/VchvyHk6FBT7NaNhz3k8sUZsE0tpL5EuapErpqDnVjqWM5bjGj+qNz66nPrUl1fLuw6yspjWTLAtxK9WZPMjmjFV07Fm5XRmzNYaWYz61alRwKQWVZ92PakNzeBi36SS/HtTXn9oWHEARFi/X8QiYamHBMl4PLtvJYeGHgdyRzYnTsI6DDmXlPOVUHMDJXuyLxVrSJ9POs27Nj215zGrUMsZOcGn5FYuQI4sLneTUmO/MfIyUbS28OhvnjSsH3up5zdiZ2NNq5Qw9lDQVp673HYyl9Azh70d5azD/p/kt3GGkuy+f/v0po/gFI4CCb3Vdggnx0hqCCDtbB4IMSJiVbaBNeyEt0K2HIYYBPDehgAQA7)

Imagine that we can sample the temperature at a single point ![tex2html_wrap_inline164](data:image/gif;base64,R0lGODlhEQASAIAAAAAAAP///yH5BAEAAAEALAAAAAARABIAAAIrjAGXxp34VjsMBTupntjJGnnZ0l2kAoZaB7Ws9GVmJXNoncb4zvf+D/wVAAA7)on the rod at a sequence of times ![tex2html_wrap_inline166](data:image/gif;base64,R0lGODlhCwAZAIAAAAAAAP///yH5BAEAAAEALAAAAAALABkAAAIljAGmi+vtVIqozndpDnDzBEXfcUzNOVqkJ7GlW4nyTNf2jed1AQA7)to obtain output ![tex2html_wrap_inline168](data:image/gif;base64,R0lGODlhagAeAIAAAAAAAP///yH5BAEAAAEALAAAAABqAB4AAALdjI+py+0PowOy2hso3gdoDmJfKI7kyXjooqbmCrcwIrPvTNa4nsg83rn5Xq2f5NYzeIrI01LD7Cgoy0zT9Zworcpr9wn+UaHkbtJsfKSDZa4b1faZadKpN0gjtt3rTXRuxKPSl9GjB3gX8lc4ZzfV6BLxt2gXBhb5NoJU1OjFKYbHNbYTp/kxeNr55VgliNfKOIOalcd2qWqlNxgbevYGpJaYSRfsyHdKCMyrBnlXRSxqKgyUnKspWTNUrWzDsV3LLRvOMl5ufo6err7O3u7+Dh8vP09fb3+Pn6+vUAAAOw==). Using this information we want to approximate the Fourier coefficients ![tex2html_wrap_inline170](data:image/gif;base64,R0lGODlhDAATAIAAAAAAAP///yH5BAEAAAEALAAAAAAMABMAAAIjjANwm4qLkpHMxWphzJq7Rl2g1EyXdoQoB6kda7qpjNb2fRcAOw==)and hence approximate the initial condition ![tex2html_wrap_inline172](data:image/gif;base64,R0lGODlhCgAbAIAAAAAAAP///yH5BAEAAAEALAAAAAAKABsAAAImjA+nlovOmgMy0nBx21Ty7HUMImKRNmZaV42Q+bbPS9f2jed6XgAAOw==). Defining the matrices

![displaymath174](data:image/gif;base64,R0lGODlh9AIhAIAAAAAAAP///yH5BAEAAAEALAAAAAD0AiEAAAL+jI+pywoPmpy02osdTHDnD4biSJbmiabqyrbuC8fybHb0jdpH9AQ9DgwKh8Si8YhMKpegH/MZ2f2cz6r1is1qt9yui5oFU8ShqNRA9qq/Hc/6DY/L52xuNO1Am0V7H49HF0hydydoeIiYuIbHRGjh+MjQR8gY6GY5deaj2FRJ08c5Mul5dAlnysFCOngCOaZ3QQYaKrlql4m2Q4uBytpp2ULV22h7NeynOpuiHDuaUSzGTNSGoNPK6VzSZh3sUSwhjcwrGh4E/QJW3kDtd9x0qOzOpz4/uPcdzRxdhUo/rphNW8A67WpMkFfN34JvMhDCIqhr3j2FkQzFY1gB4yP+imMoypKWjl/IFRztcCi5cGA3kstQJjzlslk1e5pUxISSUuPBm+B4vtyUsdDPWqlEzlSFbajAkzF0rmu59I3TjUclimNpceFVqCfp9UgXUxi3nqbKTbLi7YvSJef0ONw50SdRJ3R7TTmbsO6ZfBoeHixiTS/YvlsfkroncCo4oko8gXLF1S0yHRuouQlbWMO2NNsWV4XyR61byIC9hZNLuGZLSu0giQ2NN1cuG5Zj66psdtpt3Lg/z/6KuPffiORQa80ru7TQp0WHbe7M2O/d5NJJ8wrtGVDQtVuNk3T4nF2e39IBi6vkXQr0nOFBmrnsSm9moFff2685crJ1vzj+6OK/nxl29N03XUrEWdVRe/EgV58Qpg13oGKpwadeavrxwd94m3g1kYXprQaDUNO9VVY+uZ132koNdVhedQcSR9t/MlblDF9kdaVZUF/NiGJz+L0I3IT2SMiciwj1Y+JOqh032lg12Lceki+ZGJ6Gw3m13YtsfViUi9TdyGCYSmZoZQ5cWlgflBTOF5d8aS65pHXogfXYKuK5WSBTZI5kI31lFBQMd1/mlCOOPf3zJZFDMdLnheRUpI5YBmrZ2JkRQmYpVShy86GiY874YJOz1JknnhctiiYQlAHY44R1oqqnnx+wihWZg85ApTBacqagPiwmJ2B1y5UR6bDrOLL+j29bNqOgJD/pWhossCH23XXNHrtofLh45meptJ664Xtl3sCiqZQWWG6DXcqKKKDHXmtlbJkWKW2wcqYnqWGqmVtPR7YyVRmTt7LB4bzlUlvhd6/qh+lGxc77H4B3TcwZqKzm62i4uyZs02CGXUzrxxr759+6UFYkqEE8xrWienm2VtdbMk35B3Cm1Qxnu4fO19W96zblmHiB7gUtxyACjC7CcCXoqZLtwXyzkyfb3GvE7JQccTKjTNsraTHXfLW4Sp1M1tdNd4vzpRDbLDKlId7Ea79AqwTxz0YsqCy7OXAbpNgowxPrwMRCSrdoZl5TWNGC65bRuJ/A5jY6cOv+M+u/Ctu9sOPObp6ExGraZpOeJQemMyaB6y2Kw49prvIyrfTzc93PMK10f6NFDtHg0ak+zeqn42503ubV2/jQNP8NISKFR/aL8K0zX+1nss/+Dk79uST072UPIYvxKTPeWpbR5+UPh9isB3zzs6p0eDIq0jh96eKzparBXuCds8zxFwfP2QA1jZL9GS50YkKL/+q3vwMmIjhbowT6BLiLCEpwghSsYLQs+Kfb5MEWEMSgBz8IwhCK8HsjjB24ilfCFKpwhSxsIflceDvkFK1K6YOhDW+IwxzqUA7C4ZlmFLjDIApxiEQsIvV8aMQkKnGJTGwiTYLlxChKcYpUXCIKa6qIxSxqUQ0FAAA7)

we arrive at a system of equations:

![displaymath176](data:image/gif;base64,R0lGODlhJQEOAIAAAAAAAP///yH5BAEAAAEALAAAAAAlAQ4AAAK4jI+py+0Po5y02osVyLz7D4biSJYJsGnouqptwKZfjLDmjef63rzqKTv4YEHQ0FDkKZfMZuQoLKIWU2RyVhU6t9zu0kaVXltZUvnqTavXlk05GoRa36MXmo3P62HWMLBHZ+Z2t1do2JQCFSMH97S46AB2OEn5VZMUyCB5w1jp+YkFeUkxSIgFipo68zcqIZMZAqs6S6vx0woRJ0v0uHlbCxwc9cv7RFwX2Cm8vEYzV+Uc5iMaGw1XAAA7)

Assuming that ![tex2html_wrap_inline164](data:image/gif;base64,R0lGODlhEQASAIAAAAAAAP///yH5BAEAAAEALAAAAAARABIAAAIrjAGXxp34VjsMBTupntjJGnnZ0l2kAoZaB7Ws9GVmJXNoncb4zvf+D/wVAAA7)is irrational, then the matrix *P* is invertible and, as a generalized Vandermonde matrix, *A* is invertible. Therefore, in principle, we can solve for *X* and obtain:

![displaymath186](data:image/gif;base64,R0lGODlhNwERAIAAAAAAAP///yH5BAEAAAEALAAAAAA3AREAAALfjI+py+0Po5y02ouzVmCz7oXiSJbmiW7AWq5gCsfyTNfeS+L2zvf+f9F9KkKg8YicuFiBZVHldFGeCKayusRak9xuTXrYtnTMqJhqAKfNCbK46Y3LZdZ3zn11qCVu8vwPeNdhd9eG1qa3FyG0dRj4CJlIOLKn+JG1MOgYhrkGshkZKmppcgYK8Xma2KQq6vpHmmnm1DBL6XkT+7oL2ZkyqYKV28pbjKRJPJW8yAZl/Bz5ApyLgucMjT2Ho8s5GzuNwbgsnF3OJV4NbvGmLik7bh7P1xk1xk1E76uszwpQAAA7)

With this we obtain an approximation to *f*, namely,

![displaymath188](data:image/gif;base64,R0lGODlhRgExAIAAAAAAAP///yH5BAEAAAEALAAAAABGATEAAAL+jI+py+0Po5y02osZ2Dz7D4biSJbmiQaAum7pC8fyTNdjx9r6zvf+D3HlgMSi8YikuJbJpvMJpa1Ywqj1is1qt9yu9wsOi8fksvmMTqvX7LZ7zYnL59O3/f6LP+TvOv7v4CeCEyToY3iDCAjIRKIXUeWoqNEQiWG5yEiYiElpshk42VkxmmlXCvIYhZpomjk5CNrEGuu6CEuFiZvrQct7ULUkOOqLIGS5a2vGt3BMmPyrdLwHbKDHF6nYMkX3TDVkrYyHOswMKRvKDRtsXBes3rwdrkKf4C4PDC0uRq6gKoGu0j1j9jr4eZfPGiJ47uoRnOdP3z4wydDp+7dHVMTxTQgVeqxkD2JEDRInesE1p+CEgCQtqOo4pBQykSrjmWTD6h28lSWHKfSZ8CM4di2DiuIW8iYclAUxhnI5ECPMqQNtGj2IzyFElkq55LQKsKRHHFl/xuyWElzSq+3SBv3WdYzYC8WkfVo4V2DcZVxjQbuI4qDQEHn3OnFaou/bjIHv1T1nuIziVH8vFi7083LNyJzzoe0GSe2nFJo7j/uM9lxp06x7oAbdOrbs2bRr276NO3duwLp7Z6n42LdwK6uHG09ct/jx5R9ewtbKPLqNstSkW9eR/Lp2KW3dKt8OHmzGyeHL8zSPfrro9Owbf7dTAAA7)

Lets consider an example:
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In a physical experiment we would measure the outputs using some type of sensing device but in the present case we will simply approximate the solution using the Dirichlet series formula for the solution. To do this we must compute the Fourier coefficients of the initial data. Lets do it using the symbolic toolbox and using matlab:

First lets use Maple

nn=20

for j=1:nn

f=subs('2\*x^2\*(1-x)^2\*sin(j\*pi\*x)',j,'j');

ss=['x=0','..','1'];

vvv=(maple('int',f,ss));

cma(j)=eval(vvv);

end

We could also have typed

maple('g:=(j)->int(2\*x^2\*(1-x)^2\*sin(j\*pi\*x),x=0..1)')

sg=maple('[seq(g(j),j=1..20)]')

cma=numeric(sg) % these are the Fourier coefficients of f

Now lets use Matlab: We can build a function file SPMquotcoefn.m", for example,

function y=coefn(x)

global jj

y=2\*x.^2.\*(1-x).^2.\*sin(jj\*pi\*x);

Now write the program SPMquotfcml"

global jj

nn=20

% use Tchebyshev quadrature

nc=50; % the number of Tchebyshev nodes

xc=cos((2\*(1:nc)-1)\*pi/(2\*nc)); %nodes for Tchebyshev quadrature

% you can use any interval with (a , b) for the integration, here we use

a=0;

b=1;

for j=1:nn

jj=j;

cml(j)= ((b-a)\*pi)/(2\*nc)\* sqrt(1-xc.^2)\*coefn((b+a+(b-a)\*xc)/2)';

end

cml' % these are the Fourier coefficients of f

Notice that the result was almost instantaneous.

Lets compare the results

format long

[cma' cml']

Check the Fouier coefficients

nn=8;

x=0:.01:1;

J=(1:nn);

cmly=cml(1:nn)\*sin(pi\*J'\*x);

plot(x,cmly,x,(x.\*(1-x)).^2)

Looks like a good approximation

Lets look at numerical solution of the heat problem on ![tex2html_wrap_inline192](data:image/gif;base64,R0lGODlhXgAeAIAAAAAAAP///yH5BAEAAAEALAAAAABeAB4AAALghIOpy23QokxvWvbq3Uhz631StoTXUYpgiW5mG6CwQ6bqqMjQpO+x35qNfJQbrgMkOnJJStOljB1tS6QTlNwFiUIaZsiawrpXpPZpPUWjzHIE/fts3XH1lwchF9N8O3/MhrGmFphDpxfmBgh1h1e4V9cH1taHSNeBFfl2+CgZOcdI5eVp+Nf5eaaY9TbImliFaiaYAXfg8ULL5drIa9szW6NJelpqxOtJfMkjkuzC0Sw89WwMu8xMbHlMLZV5ne29zQKNNR5ufo6err7O3u7+Dh8vP09fb3+Pn6+/z9/vXwAAOw==)

n=20;

t=[0:.05:2]';

x=0:.05:1;

J=(1:n);

v=cml'; % build a column vector of Fourier coefs

vv=v(:,ones(size(x))); %this is a neat trick to build v\*ones(size(x))

Y=exp(-pi^2\*t\*J.^2)\*(vv.\*sin(J'\*pi\*x));

surf(x,t,Y)

That's pretty easy. Okay back to solution of our inverse problem

Now suppose we sample the temperature at *n*=8 time values, say at the times ![tex2html_wrap_inline196](data:image/gif;base64,R0lGODlhiwAgAIAAAAAAAP///yH5BAEAAAEALAAAAACLACAAAAL+jI+py+0PYwBAWkSv3ryfqoDZAnJiWXqqka7PiLHtN8+kTGPUzsPuF7L9fBPcLSEMGZcwX7LT5P1IQuLyGnGidLHpxGb1WsNf7mVcaTm95SAbqU7Gz+AaeVj3jMKpvduc02ZU8/cGROWwc6M4pqOIpBTDiCIFCZfVk5mH2PAI2VSYOCe5hXlpiBWoIaLa2jnKEpvKoIXqemsRFdq5K3h3OitW9fRC2duLhssZHKRZGXksscd6WHxk5vfiaIv763maoZZFOxo+/tXDrZVOtYneRywI7PtNzv16b2+9rPKrnn8NHy8X8Wz5e3PQW0FRAAUCPCiP36qF/xouLEgRWsMijRw7evwIMqTIkSRLmjyJMqXKlSxbunwJM6bMmTRr2kRZAAA7), at the *x* value ![tex2html_wrap_inline200](data:image/gif;base64,R0lGODlhSQAeAIAAAAAAAP///yH5BAEAAAEALAAAAABJAB4AAAKOjI+py+0Jnpy0LhCt3gq/zIUVRjqeiI7gtaYuc8LWGb9mi9RfUOp2hzusSMSeMOJrFJdJQ7OWQUKErB8kyANpeTCcp4l6XpzdjhMbDiajZW6WymISlWov+/gm593WdXUvh6f3wpRTd0YRg2a1R4jI+PczBxlJaXl1mZmjydnp+QkaKjpKWmp6ipqquqpRAAA7).

x\_0=1/pi;

nn=20;

n=8;

T=(1:n).^2/(n^2);

J=(1:nn);

Y=exp(-pi^2\*T'\*J.^2)\*(cml(1:nn).\*sin(J\*pi\*x\_0))'

n=8;

x\_0=1/pi;

V=1:n;

A=exp(-pi^2\*(T)'\*(V.^2));

P=diag(sin(V\*pi\*x\_0));

AP=A\*P;

X=AP\Y

nn=8;

x=0:.01:1;

J=(1:nn);

y=X'\*sin(pi\*J'\*x);

plot(x,y,x,(x.\*(1-x)).^2)

Looks bad, lets try a few less coefficients

nn=3;

x=0:.01:1;

J=(1:nn);

y=X(1:nn)'\*sin(pi\*J'\*x);

plot(x,y,x,(x.\*(1-x)).^2)

Well that looks a bit more like ![tex2html_wrap_inline128](data:image/gif;base64,R0lGODlhWAAgAIAAAAAAAP///yH5BAEAAAEALAAAAABYACAAAALDjI+py+0PFQCx2htp0kjPjnHYyHydGHgcCrEmSb6GrM6s8046DMvp/fE9hD9eD+UzERvEpXGIFOVctUPz9lS6JFZPirvLlbA8ShjJtemS3aJbQo61k9EFewYfPzdWZj1vR6U3tlYY50QXOHiyuMfY+Man+NU36fi4JWkZtPK4ERdi1qlZuWn4p7bmeCroCVjhdGmRyBQim5XmdxF7i4OqOwva+2oDazs8m4u8zNzs/AwdLT1NXW19jZ2tvc3d7f0N7lAAADs=).

Now lets give Maple a chance: We could rebuild the above matrices using the Maple toolbox, for example,

maple('f:=(i,j)->exp(-pi^2\*i^2\*j^2/8^2)')

SA=maple('matrix(8,20,f)')

vsg=maple('matrix(20,1,[seq(g(j)\*sin(j),j=1..20)])')

symmul(SA,vsg)

We find that results cannot be to long.

A simpler way is as follows

SA=sym(A);

SP=sym(P);

SY=sym(Y);

XS=symmul(inverse(SP),linsolve(SA,SY))

%SX=maple('evalf',XS)

SX=numeric(XS)

Lets try our plot with *nn*=3 as above

nn=3;

x=0:.01:1;

J=(1:nn);

sy=SX(1:nn)'\*sin(pi\*J'\*x);

plot(x,sy,x,(x.\*(1-x)).^2)

Lets try *nn*=2

nn=2;

x=0:.01:1;

J=(1:nn);

sy=SX(1:nn)'\*sin(pi\*J'\*x);

plot(x,sy,x,(x.\*(1-x)).^2)

Well it might be okay for government work but not really very good.

Once again the exact answer is of no use and an attempt to obtain a floating point approximation to it fails. The theory of ill-posed inverse problems would suggest that we ``regularize'' the problem and solve as follows:

n=8;

x\_0=1/pi;

V=1:n;

A=exp(-pi^2\*(T)'\*(V.^2));

P=diag(sin(V\*pi\*x\_0));

RX=inv(P)\*((A'\*A +.000065\*eye(n))\(A'\*Y));

[cml(1:n)' X SX RX]

nn=8;

x=0:.01:1;

J=(1:nn);

sy=RX(1:nn)'\*sin(pi\*J'\*x);

plot(x,sy,x,(x.\*(1-x)).^2)

The pictures better but at least we can use all the approximate Fourier coefficients in our approximation.

To be fair in this problem please redo the whole thing using the following sample times

n=8;

T=(1:n).^2/(pi^2\*n^2);

and

T=(1:n).^2/(n^4);

You will see that for the last *T* you can use all eight approximate coefficients. But the regularized solution does very bad. This is because you must adjust the parameter used to multiply times the identity (in this case change .000065 to zero.

1. As a final example, let us consider a problem in quadrature. Consider the seemingly harmless analytic function

f='sinh(a\*sqrt(sqrt(-1)\*x))/sinh(sqrt(sqrt(-1)\*x))'
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First, lets use Matlab's *quad8* to approximate the integral. To this end build two *function files* ``yr.m"

function y=yr(x)

global aa

z=x+eps; % we put in eps to take care of the 0/0 when x=0

y=real(sinh(aa\*sqrt(sqrt(-1)\*z))./sinh(sqrt(sqrt(-1)\*z)));

and ``yi.m''

function y=yi(x)

global aa

z=x+eps;

y=imag(sinh(aa\*sqrt(sqrt(-1)\*z))./sinh(sqrt(sqrt(-1)\*z)));

Now build an m-file SPMquotint\_y.m"

global aa

aa=input(' global variable aa in (0,1) = ');

b(1)=0;

int\_yr(1)=0;

int\_yi(1)=0;

disp(' b int\_yr int\_yi')

disp('--------------------------------------------')

for j=2:7

b(j)=10^j;

int\_yr(j)=quad8('yr',b(j-1),b(j))+int\_yr(j-1);

int\_yi(j)=quad8('yi',b(j-1),b(j))+int\_yi(j-1);

fprintf('%8.0f \t %8.8f\t %8.8f\n',b(j),int\_yr(j),int\_yi(j))

end

Return to Matlab and type SPMquotint\_y" return. Try ``aa=.5'' and ``aa=.9''

Well we might guess that the integral of the real part is zero and the imag part is minus two hundred when ``aa=.9''.

Now lets try the symbolic toolbox: First the real part

maple('evalf(Re(Int(2\*sinh(.9\*i^.5\*v)/sinh(i^.5\*v)\*v,v=0..10000)),8)')

and now the imaginary part

maple('evalf(Im(Int(2\*sinh(.9\*i^.5\*v)/sinh(i^.5\*v)\*v,v=0..10000)),8)')

Now the fact is that the integral
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can be expressed in terms of the Zeta function by
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So it is clear that for every ``aa'' the real part is zero and we can compute the result using the symbolic toolbox to obtain

maple('-i\*(Zeta(0,2,1/2\*(1-.9))-Zeta(0,2,1/2\*(1+.9)))/2')
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